Algorithm for Face Detection, Adapted for Platforms
with Limited Resour ces

Key words: Face detection, skin detection, applicationsfor people with disabilities

Abstract: Face detection at unknown illumination is a compbescess which does
not have a simple solution. The task is additignatimplicated when the used hardware
platform is with limited processor power and memgaige. This paper concerns the
algorithm realization of face detector that carubed for creation of Java applications for
mobile terminals with built-in photo camera. Themais creating of mass accessible
application for people with impaired vision so thhéy can be informed (by Text To
Speech conversion) about the availability and numbéaces within the frame, obtained
by the photo-camera.

I ntroduction

There are lot of techniques for face detectio@db,Part of them, working at snapshot
level (color image), can be classified into foutegmries [19]:

1. Knowledge-based methods

These rule-based methods encode human knowledpe oflationship between facial
features such as: eyes, nose, and mouth [9,18keTimethods cannot be used if image
size is too small.

2. Feature-based methods

These methods aim to find structural features #matrobust to drawbacks as: face
pose and orientation, lighting conditions, presen€estructural components such as
moustaches and breads. To this category belongiteeds based on texture and skin-
color analysis.

The face texture can be used to separate face i@ objects [1,11]. These
techniques are used mainly as auxiliary because timay be other objects similar to
human face texture. Besides they are sensitiveetobjects illumination.

Human skin color has been used and proved to ledfactive feature in face detection
tasks [15,17]. These techniques determine wheredlwe of each pixel describe human
skin or not. Thus one can find the areas that eae lfiaces. It is not difficult to detect a
lot of faces within a image. These techniques ae very sensitive to human skin
variations.

3. Template-matching methods

Several standard face patterns are manually péeamedl by a function. Given an
input image, the correlation value with the staddpatterns are computed for the face
contour, eyes, nose, and mouth [16,20]. These rdsthce not suitable for images with
small size and cannot be realised in real-timelatiggms with limited resources.

4. Appear ance-based methods

The face model is learned from a set of trainimg@des which should capture the
representative variability of facial appearanceisTearned model is then used for face
detection. To this category belong following tecjugs: Artificial Neural Networks
[4,12], Baysian classifiers [13], Hidden Markov Masl [10]. These techniques cannot be



applied if there are several coinciding faces ahéy are oriented to the camera which
differs from the training one. They cannot be udieectly at limited resource platforms.

Selection of a method for face detection

The selection of the face detection technique iépen performance of the hardware
platform and application requirements:

 soft real time face detection;

 possibility to work with inexpensive camera (withaevhite balance, auto focus, and

flash);

* low resolution of analysed images;

 application must be able to work properly in comnmafoor and outdoor lighting

conditions;

 application must be low sensitive to face poseai&htation;

* mass accessibility of the application.

Considering above requirements and restrictioastrst choice for hardware platform
are mobile terminals with build-in photo-camera dasla Virtual Machine (JVM).

The type of light source (natural, artificial)@tgly influence the skin color. Since the
application has to work at different object illuratron the algorithm has to adapt to this
parameter. This problem can be solved with whitercoalance. Unfortunately few mo-
bile terminals allow program control of the whitaldince, flash and focusing.

The small size of the frame does not allow prograailisation for white balance. The
use of inexpensive CMOS CCD matrixes additionathpairs the algorithm properties
since they describe the color shades incorrectig. ffansfer function of CCD matrix has
to be modelled in order to correct this color distm, but in order to realise this it is
necessary to have a lot of training data and encagiputing power [2].

It is proposed to use coarse obtaining of regieitls human skin color and to realise
this on basis of analysis of pixels color and teergetric dimension characteristics to be
used for face detection.. This technique has fatigvadvantages:

 possibility for realisation in soft real time wilimited resource platform;

 partial independence from the face pose, oriemtatia scale;

» independence of the number of faces in the frame.

The basic problems which are solved at face detetdsk are as follows:

» Selection of model for numeric color representatjoolor space) that is partially

invariant to the mentioned disturbing factors;

¢ Human skin color modelling;

 Classification of regions containing human skin.

Color space selection

An appropriate mathematical representation ofrcsignal is needed in order to pre-
pare digital image processing. Several color spftHshave been utilized to label pixels
as skin or not:

1. RGB color space

RGB is one of the most widely used linear colorspdoesprocessing digital image
data. The color id represented as a combinatiotihrele color rays: redRj, green G),
and blue B). The correlation between color channels and mgixo luminance and
chrominance makBGB colorspace not a good choice for face detectigarahms.



2. Normalized RGB (NRGB)
NRGB is a non-linear transformation of tiRR&B space. They are obtained by norma-
lizing the color parameters of lineRGB model with linear intensityRGB first norm):
| =R+G+B,
r=R/l1,g=G/I b=B/I. 1)
This normalization reduce pixel brightness depande
3. Tint-Saturation-Luminance (TL S) color space

At this model T and S values are based on nore@R&GB model, thus, it is expected
to have a similar performance in intensity nornalan, but more computational time.

4. Hue-Satur ation-Value (HSV) color space

TheHSV belongs to user-orientated color spaces. H8¢ parameters are better suited
for human interaction than models introduced abdezause they relate to the human
perception of color: “hue” defines dominant coltsaturation” describes how pure the
color, and “value” describes the luminance. Althloulge HSplane for skin detection is
used. Poor selectivity in H-plane worse the modteracteristics.

5. R/G ratio color space

The R/G ratio was used as skin presence indicaémquse the skin invariably contains
a significant level of red color [6].

6. Per ceptually motivated color spaces

The price for better perceptual uniformity of tb@lor model is complex colorspace
transformation function frorRGB model. The most popular perceptually motivated
colorspaces ar€IELAB andCIELUV [21]. Theoretically, color representation simitar
the color sensitivity of human vision system shduddp to obtain high performance skin
detection algorithm. The experiments show thatithisot a true [14].

Considering the requirements mentioned about egpdn and the defaults of the
described colorspacddRGB has been chosen. The reasons for this are as follow

« The camera receives the information directh\R®B format and it is not necessary

to make program converting of model for each potehe frame;

* Weak sensitivity to the changes in illumination gogition of the light source.
Rg-area is chosen, arnmparameter is ignored. The reason for this is thakisensiti-
vity of CMOS CCD matrixes to the blue spectrumiwé wvisible light. Irrespective of the
human skin type (Caucasians, Africans, Afro-Amargcand Asians), the distribution of
its color inrg-area can be assumed as unimodal. This enablesrifde mathematical

description.

Human Skin Color modeling at unknown camer a parameters

The mathematical description of regions contairiogian skin can be realized in se-
veral ways:

1. Non-parametric methods for human skin distributimodeling.

2. Parametric methods for human skin distribution nliade

3. Using of rules for description of region shape.

The non-parametric methods aim at obtaining probability density functiopdf) for
the color describing human skin without being neagsto obtain mathematical model.
These classifiers give good results if there arbigalifferences between the training and
testing material and therefore they are not apbplecavith the concrete task [7]. The non-



parametric methods does not depend on the forrorabar describing the distribution of
human skin color, but the memory they require isavailable for most of modern mobile
terminals.

The parametric methods aim at reducing the size of used memory and therefo
mathematical model is sought in order to describmdn skin color distribution. In
practice the modeling most often is realized lgyrttixed Gaussian model [8,17]. The pa-
rametric methods require very good processor camgpuiower which still cannot be
guaranteed by modern mobile terminals.

Considering the parametric and non-parametric austidefaults for sought color desc-
ription we choose the form of the region containmgnan skin to be described appro-
ximately geometrically by a system of fuzzy ruleg-area is used. The experiments as
well as the color models such BS. andR/G show, that the relation of red color to green
color is important in defining of regions with humskin [14, 15]. Geometric description
of rg-area contours is proposed by their adapting tdighe intensity and/g ratio.

Fig.1 illustrates the possible rangesrofnd g parameters change at description of
human skin irrg-area.

I Lmin ri r1max rc r2
I = 1 \ 1

gl gc gzmin 92 gzmax

Fig.1. r and g ranges ng-area

Following parameters are used:
« r1 andr2 are lower and upper limits of parametegrwherer10[r1,,, r1,.];

« gl and g2 are lower and upper limits of parametgy where g20[g2,.,,,92
* rc and gc are centers of segment,,,r2 and g2,;,91,

rc:(rlmax+r2)/2,
gc = gL+ 92mn)/2. 2)

The rangedri,.,.r2) and(gl g2,,) define an area imrg-area for which it is certain
they describe the human skin color under the cmmdithe current values af andg
belong to the respective range.

It is experimentally found that as much as theenirvalue ofg tends togc, as the
lower limit of r-range (1) is less and as much agends torc, as the upper limit of-
range (@2) is bigger.

Adaptive correction of the values ofi and g2 is proposed by taking into consi-
deration of light intensity andg ratio. Let's assumeis the light linear intensity value:

max] ’

| =R+G+B, 1 O(lin,! max) - (3)
The color description of each pixel in thgearea is as follows:
r=R/l, g=G/I . 4)

The following types of corrections have been assifior the left bound of thearea
and the right bound of tigparea:



1. Linear adaptation tointensity

11= 1o =1 = Iin) /ST L, (5a)
02= 2in +(1 = 1) /S92, (5b)
where:
8‘:I-Z(Imax_Imin)/(rlmax_r]rnin)’ (6a)
02 = (Frax = lvin) /(920 = 9 2mn) - (6b)
If I =1,,,thenrl=r1., (92=92,,) and ranges are not changed. Maximum expan-

ding of the rangesr@ =r1,, , 92 = g2, ) IS Obtained ifl =1, .
2. Non-linear adaptation to intensity

r1= gy — (1 = 1in) /S 1, (7a)

02= 200 +(1 = lin)* /02, (7b)
where:

8‘]-z(lmax_Imin)z/(rlmax_r]rr'in)’ (8a)

02 = (1rexe = Vmin) /{92 = 920in) (8b)
3. Adaptationto r/gratio

(1= ey = AO(r o =T i) (92)

02= 92nin + A7( 02 ~ 9 Zin) (9b)
where:

ab —
=105 o)
_ . abdr-ro
Ar —1—W. (10b)

If r=rc (g=gc), then Ar =1 (Ag=1) and maximum expansion of the ranges was
received (1=rl,, 92=02m ). If r=r2 or r=rl, (9=02,, OF g=o91), then
Ar =0 (Ag =0) and ranges are not changed.
4. Adaptation to intensity and r/g ratio
r1= 11, —Ag(1 = 1) /S 1, (11a)
02= 92 +Ar (1 = 1mn) /S92, (11b)
where Ag and Ar are obtained from Eq.(apand (10b),S1 and S32 - from Eq.(6a)
and (6b).
Fig.2 illustrates graphical changerinange with proposed correcting algorithms .
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Fig.2. Adaptation of-value to intensity (left) and to intensity arid ratio (right)

Fig.2 (left) shows the dependence of the loweitlohther-range at different degree
of intensity (linear and non-linear adaptation tdensity). The non-linear adaptation
enables smoother expansion of range especialihéolow intensity values. This prevents
the wrong classification of pixels in the grayiggions. Fig.2 (right) illustrates thre
range lower limit change in connection with repagtiof | and g values. The biggest
expansion is obtained at valuegofending togc and | =1, -

Algorithm realisation

The face detecting algorithm has three stages:
1. Preprocessing of imagein the frame:
1.1. Noise reduction by means of 3x3 mean filter;
1.2. Conversion of image in grey-scale by obtairahgixel non-linear intensity.
1.3. Contrast improvement (3x3 gradient based ¢opefd]) and edge extraction
(3x3 Sobel operator).
2. Searching of pixelswith human skin color:
2.1. Obtaining oRGB current pixel values.
2.2. Normalization of obtained values by (1).
2.3. Prepare feature vector; r(, g).

2.4. Correction of- andg-ranges, if it is necessary:
« If rofr1,,.r2| and if g0d[gLg2,,,], then follows a correction of the lower

limit of r-range (1);

« If gO[gLg2,,] and if rO[r1,,.r2|, then follows a correction of the upper
limit of g-range §2).
2.5. Classification. Ifr O[r1r2] and g 0[gLg2], it is assumed that the current pixel
describes the human skin color. Degree of pixeloirtgmce is set within [0.1, 1]
range depending on the distance of the valuesaatig parameters fromc andgc
respectively.
2.6. The pixels which are outside andg- ranges, but within the limits of 10%
from end points (for both ranges), are set sigaifae within (0, 0.1) range. The

remaining pixels are considered not describing huskan.
2.7. Steps from 2.1 to 2.6 are repeated for aklpiwithin the frame.

min
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3. Facedetection

3.1. Coarse search of skin areas without using tadppechniques. Setting of
significance for each pixel.

3.2. Fine correction of skin areas with adaptirgpteques use.
3.3. Obtaining of regions which can contain faces.

If skin is not found by steps 3.1 and 3.2 or italgy is below certain threshold
Th1l (Th1=Number of pixels with skin color / Number of pikels), the regions are
formed by color segmentation with filters for redange and magenta color. This
is necessary because if the light is weak and tisene flash, step 2 of the algo-
rithm shall not generate correct result.

Regions, corresponding to the geometric dimensidrigiman face are sought. In
most cases it is not possible to find eyes and mpasitions which are important
for the human face detection because the imagéutesois small. Therefore only
the form of each region is analysed. For this psepibie centre of gravity for each
region is obtained and the relation of heighy (o width (W) H/W is found. If this
relation is characterized with less thEm2 percents of the golden ratio (1.618) and
contains pixels with general significance above 70% assumed that the region
describes human face.

3.4. Dividing of regions with common borders. Tigsrealized on the basis of:
color segmentation of image, edge information, ioleth at image preprocessing
stage and degree of significance of pixels, desgibuman skin. The algorithm
used generates approximately the same result withtefshed segmentation”
algorithm [3], but it is 5.6 times faster.

3.5. Classification. The parameters of ellipse dbsg most precise the region are
found as follows: radiuses,(b) and inclination towards the vertical)( The final
decision is based on value of paraméfer

k = (XS0~ ZSou) /S, (12)
where:
* 2>.S,denotes the general significance of pixels indlipse;
* >.S.: denotes the general significance of pixels ouhefellipse;
« > Sdenotes the general significance of pixels inrdggon.

If k;>Th3, then we assume that selected region contaiasea f

Experimental Results

The values of the parameters used for the reaizadi the experimental part are
described in Table 1.
Table 1. Values of used parameters

Parameter Value*

I min [150-280] (depends on mean intensity in the frame)
| max 700

M in 335

M Lex 400

r2 555

gl 230

02min 335

021 365
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Thl 2%

Th2 20%

Th3 80%

g [0°+15°]
r-range correction Eq. (9, 10)
g- range correction Eq. (5, 6)

* To use integer arithmetic dllr andg values are multiplied by 1000.
Two types of experiments are made:
 off-line mode — program realization on Matlab™;
« on-line mode — Java application for mobile termsn@hidlet).

Off-line experiments

Fig.3 illustrates the results of the algorithm detecting of human skin regions with or
without adaptive setting afy-regions.

| | S

Fig. 3. Skin detection - from left to right: testage, without adaptation, with adaptation

The algorithm for face detecting relies mainly & quality characteristics of algo-
rithm for detecting of human skin regions. The jgwty for correct detection of regions
with skin is improved average by 35 % with the akalgorithm adaptive version.

Fig.4 illustrates the function of algorithm adaptiversion with external pictures at
sunny weather.

The algorithm adaptive version for detecting oinsis invariant to human race as
shown on Fig.5.

Fig. 5. Adaptive skin detection — different humane



The algorithm qualitative characteristics are &spt when there are a lot of faces in
the frame. This is shown in Fig.6. All regions @ining skin are detected. Two of the
formed regions do not contain skin (coat and objatt human skin color). When there
are such errors the module for check of region ggnoal dimensions is counted.

eag' agn

Qigﬁ ¥

%ﬁ@

Fig. 6. Adaptive skin detection — several facetheaframe (sourchttp://kst.tugab.by

The possibility for correct detection of skin regs is reduced with 14.5% for frames
with disturbed white balance. Fig.7 illustrates tbgult of portrait picture processing with
frames with disturbed white color balance.

Fig. 7. Adaptive skin detection — disturbed whigdamce (sourchttp://www.tugab.by

The main sources of errors are objects with therad the human skin (clothes, hair,
wooden objects) within the frame as shown in FidrB.these cases it is relied on
elimination of regions that do not contain face@bpmetrlc dimensions module.
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Fig. 8. Adaptive skin detection — false positiveoes

On-line experiments

One hundred video frames (160x120 pixels) are tmeon-line testing:

« 50 frames in room (20 at external lighting, 10whinescent lighting, 10 at incan-
descent lamps, and 10 by TV set);

« 50 frames in the open (25 at sunny weather and 2oady weather).

Mobile terminal requirements are as follows:

* Build-in photo camera;



« Java Virtual Machine (JVM) with MIDP 2.0 profile ai€CLDC 1.1 configuration;

« Mobile Media API (MMAPI) [23].

* Advanced Multi-Media Supplement APl (AMMS) [24] (iqnal).
We use mobile phone Nokia 6630 to realise alline-experiments. In Table 2 the
performance of Nokia 6630 JVM (Monty VM) is preseoht

Table 2. Nokia 6630 JM benchmark

Operation Operand type Performance, KOps/s
Add/Subtract 'fr;z?er 17 i

T —

Sine/Cosine double 24

* Kilo operations per second

To improve face detection time only integer andlde operations are used. There are
no changes in application performance becauseoatiffiy point to integer conversion
(error 10°). The mean time intervals required for realisatbmlifferent algorithm stages

are described in Table 3.

*

Table 3. Algorithm performance

Stage Time, ms

1. Get snapshot 4

2. Pre-processing 83

3. Skin recognition 185

4. Face detection 108
Total time:: 380

Fig.9 and Fig.10 show the results of algorithmpdista version. The results of Fig.10
are obtained with excluded color segmentationhis ¢ase at low level of illumination it
cannot be relied only on the algorithm for seargtohpixels with skin color.

MHTEpESM: CHIMaH Crm Kamepa-Heak THEHa

He ca oOTKpMTH
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Fig.10. On-line face detection — low level of irsép

The possibility for correct detection with mobikerminals that do not support white
balance is 86%. The detection errors are due mainiye availability of objects with
color similar to the human skin and people whose sktoo white. When white balance
and auto-focusing are used (AMMS support requiggzplication performance is 94%.
Even if white balance is used, more faces are tigtan 4 of the tested 100 frames (false
positive errors) and face is not detected in 2 &suffialse negative errors).

Conclusion

The paper presents an algorithm for face deted¢hiahcan be used for realisation of
applications for platforms with limited resourcehe main advantages of proposed
algorithm are:

1. We can observe that the relationship betweemn @radg ratio is important for skin
recognition task. A new adaptive technique for ection of the skin color region limits
in rg-area is proposed. The adaptation is based on imgénsity andr/g ratio (Eq.5-
Eq.11).

2. Color segmentation with filters for red, orange amalgenta color is used to obtain
correction of the skin regions when light intensgylow. This technique allows to save
algorithm performance in poor light conditions,sa®wn on Fig.10.

3. A technique for separating of skin regions with coom borders are proposed. It is
based on 3 types of information: color segmentataoiges and pixel significance and it is
5.6 time faster than “watershed segmentation” #lgyor.

4. Only integer arithmetic can be used for algorittealisation (Table 3).

All these signal processing techniques could lezeted in soft real time.

Future work will be focused on the comparison lesmwdeferent linear and nonlinear
adaptation techniques (Eq.5—-Eq.11). The databadeimages, obtained from different
mobile phones with building camera at various liggntconditions, face pose and rota-
tion, will be prepared. This database will allowtascompare proposed algorithm with
similar face detection techniques.
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